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1. Introduction

Consider a rondom sample ofsize nfrom a normal population
with mean [x and variance where may be unknown. It 02 is
known, Pradhan [1] proved that a test of Ho ; [a=[xo apinst Hi:

which minimizes the sum of the probabilities of two
types of error, is given by ;

Reject Ho if,

where ^ is the sample mean. If ^2 is not known, Singh and Pandey
[2] proved that the test (1) still minimizes the sum of the probabilities
of two types of error for testing Ho.

Thompson [3] showed that ifwe have some prior knowledge of
the value of [x as [Jto, the shrinkage estimator s:+(l —A:) no, (0^/c
<1), performs better in some region of the parameter space. Now
suppose from the'famiiarity with the experimental material we have
two guessed values of [x; that is, we expect either (i.=ixo or In
this case to decide upon the value of (x, we can perform a preliminary
test Ho according to rule (1). After this we can estimate [x by ki x

[jio, if Ho is accepted and by (xi, ifis rejec
ted, 2).

To make the problem simpler we have taken ki=k2=k and

have defined here a preliminary test shrinkage estimator fx- We have
also discussed its properties and have recommended on the choice <
of k on the basis of numerical findings. /

•Presently at the'School ofStudies in Statistics Vikram University, Ujjain.
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2. The Proposed Estimator and its Properties

We suggest the following estimator (jl for [j. :
We find that,

kx-\-{\—k) [iQ

/cx + (l—k) (Xi

We find that.

ifS

ifS
...(2)

Bias ^ (j,„)

,=

271
e and ^(f)= (f> (u)du

Where
2ct '

The mean square error (MSE) of (2 Is .

M5'£'((I )=£(ii-(x)2

...(3)

...(4)

rr2 r

k^ +a-kYAl +2k (I-/c) (Ai-Ao) <f> (mo)

-0-^)2 (^2 _

where Ai = and
<7

2.1 Efficiency of |j, w. r. to x ;

We define the efficiencj of ji. w. r. to x as

We get,

nMSE(x)

MSEiii) nMSEiy.)

e=[/c2+(l-/c)2A' +2A:(1-/c)(Ai- Ao)?«o)

-(l--fe)2(A? - Ao)g5(Mo)]-i

...(5)

(6)
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2.2 The Value of k for which [x has Minimum MSE :
Differentiating (5) w.r. to k we get

0 MLB ([!)= 2ct2
•bk

k 1-t- Ai-2(Ai-Ao) 9 ([^o)

(^1 ^0 )® •~ +(Ai -Ao) 9(uo)
+(A.i -Ao)®(«o) ...(7)

Equating(7) to zero the optimum value of k for which MSE

((i) is minimum is given by

Ai (Ai—Ao) 9 (ho)-(A® - Ao (® (wo)
k= —?_

-2(Ai-Ao) 9(mo)-^ AI —Aq (mo)
=kmin (say)...(8)

2.3 The Range of Values of A: for which [ji is more
Efficient than x

" From(6) we see tha e>l, if

(k~D

2

J (x-li'o)'̂ fi^)dx+ (x-ni)2f (x)dx, that the denominator of
(^o+w

2

expression (8) is positive. Ifk<l, on diving (9) by k—1 we get
•• . ...(10)

Aj - l-( aJ -Aq ) ®(Mo)
~2 '

where

k 1+ A^ —2(Ai-Ao)<p(mo)^ A^ -Aq j® (Mo)
+l-Af+(Ai'

it may be checked, by evaluating
< 0. ••(9)

k*=-

1+aJ -2(Ai-Ao) 9(mo)-( Aj -Aq j®(«o)
If ^->1, on dividing (9) by k~ 1we get

...(12)
Combining (10) and (12), we infer that e> 1, if

either k*<k<l ")
y. ...(13)

or l<k<k* J
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So,

If

The inequality (9) can also be written as

2
/c2 1 + A

(2 22(Ai-Ao) 9(«o)-^ Aj -Aq

-2k ~Aj -(Ai- Ao) 9("o)- (A^ -Aq )
+Aj -l-( aJ -Aq ) ®(t/o)<0.
From (8) and (11) this is equivalent to

k^-2k k„un+k"<0.

e>l,
a<k<b,

where

and

a —kmin

-k^.

...(14)

...(15)

..;(16)

...(17)

However, expression (16) holds if is positive, that is

to say, if the roots of the quadratic equation/c2-2^ ^min+^*=0,
are real.

Further it can be noted that,

(Ai-Ao) ?(»o)-l

So,

and

k^ kmin—1+Aj -2(Ai~Ao)9("o)-( Aj -Aq )®("o)
HA:*-1). -(18)-

if

if

k*<\,

k*>\, k,„<„</c*
A.

Thus if we choose the value of k=kmin, MSB of [a will be a
minimum and will always be less than <y^jn.

Since we want O^fc^l, in case k*>\, we takeA=:l. In
other situations /c* should be the lower limit of thevalues of k.

"i.—Numerical Findings and Recommendations

Table 1 shows the values of k* for various Ac and Ai. Since
we are considering the case (xi>(xo, Ai>Ao. Moreover, for any

—(XO

kmiu>k* T
...(19)

Ao there is only one possible value of Ai> v/z., Ao+

Since is not known, we consider various values of Ai for a
ct/V n

given Ao.
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Table 2 gives the values of a and b for the same Ao and Ai as
in Table 1.

From Table 1, we see that:

{a) If Ai=0

or Ao=0

or (Ao=-l, Ai=l)

any value of k leads to improvement of (a over x.

{b) If either 0<Ao<2

or —2<Ai<0,

any value of k around .6 will result in improvement of [>•.

(c) If (Ai=l, Ao=-5) or (Ai=5, Ao=-1), k* is small.

From Table 2, we see that when/c*<l, fl is approximately
equal to fe* and when A:* >1, Z) is approximately equal to k*. Thus
the effective values of k indicated by both the tables are same.

We thus suggest to choose k in the following manner :

Ho + M'l
(a) If (j. is expected to lie very near to (^o or [j.i or —2— '

valve of k may be chosen.

(b) If (A is not expected to differ from no or [ai by more than
tr/A/^and does not lie between them, we may choose fc>l/10.

(c) If [J. does not lie between iio and mand does not differ from
them by more than k should be taken around .6.

V n

(d) In other situations k should be taken as 1, i.e., Sshould
be used to estimate (x.

Summary

In this paper we have suggested a class ofpre-test shrinkage
estimator of mean of a normal population which is based on two
guessed values of mean. The properties of the estimator have been
discussed and recommendations on the choice of a particular
member have been attempted on the basis of numerical findings.
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