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1. INTRODUCTION

Consider a rondom sample of size n from a normal population
with mean p and variance o%, where o2 may be unknown. If ¢ is
known, Pradhan [1] proved that a test of Ho: p=po against Hi:
p=gy, (p1>w0), which minimizes the sum of the probabilities of two
types of error, is given by :

Reject Ho if, 7 258, o
where % is the sample mean. If o2 is not known, Singh and Pandey
[2] proved that the test (1) still minimizes the sum of the probabilities
of two types of error for testing Ho.

Thompson [3] showed that if we have some prior knowledge of
the value of p as po, the shrinkage estimator k E4+(1—k) po, 0K
<1), performs better in some region of the parameter space. Now
suppose from the familarity with the experimental material we have
two guessed values of p.; that is, we expect either p=po or p=pa. In
this case to decide upon the value of w, we can perform a preliminary
test Hp according to rule (1). After this we can estimate . by k1 %
(1= k1) o, if Ho is accepted and by ke%+(1—ke) pa, if Ho is rejec-
ted, 0<ki<1; i=1, 2). -

To make the problem simpler we have taken ki=ks=Fk and

have defined here a preliminary test shrinkage estimator p: Wehave
also discussed its properties and have recommended on the choice
of k on the basis of numerical findings.
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2. THE PROPOSED ESTIMATOR AND ITS PROPERTIES

- We suggest the following estimator a for u :

We find that,
. kZ4-(1—k) po if 7 s%‘“
B kE+(1—k) w % >y,_0;;m ..(2)
We find that,

Bias (@)=E(ﬁ)-—u==(1—k) (k11— +(1—k) (po—u1) ¢ (o)

..(3)
t
H(u)= \/lzn I and ()= I ¢ (u)du | ...(4‘)
Where uo=(“0+m;’ 26)/ \/n, '
The mean square error (MSE) of ;: is .
MSE ()=E (p—y)?
=%2—[k2+(1—k)24\f +2k (1—) (Ar— Do) 6 (o)
~U—kF (A2 = a3) da) |, -(5)

where A1 =“/”(+1""’)and A0=\/n (;Lo—p‘).

2.1 BFFICIENCY OF 4 W. R. TO X :

We define the efficiency of p. w.r. {0 % as

o IMSEE®) o
MSE@)  nMSE() °

We get,

e=[k2+(1—k2A} +2k(1—k)X A1~ Ag)puo)

—(=kXA] — APt .. (6)
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2.2 THE VALUE OFk FOR WHICH i HAS MiNIMUM MSE :
Differentiating (5) w.r. to k we get

A
0T A e Al 2000 0

—(Af L (uo))} — AL +(A1~Aa) ¢ (o)
] ~03) 0w | )
" Equating (7) to zero the optimum value of k for which MSE

() is minimum is given by ,
A5 (D1— Do) ¢ (uo)— (A — AO (@ (uo)

k=
1A -2(A1—Ao) @ (uo)— (A AW )‘D (o)
=Kmin (s2y)...(8)

2.3 THB RANGE OF VALUES OF &k FOR WHICH @IS MORE
EFFICIENT THAN % -

From (6) we see tha e>1, if
2 2 2
(1) [k{ 1+ 4 ——2(A1—Ao)<P(uo)(A — A )Q(uo)_}

+1+ A2 +(A1 - Ay ) l])(uo)] <0 .09
STt may be checked, by evaluatmg

po+pr
2 ®

f G0 f (@) d2+'j (F—w)2f (B)d%, that the denominator of
= Mo+ '

2
expression (8) is positive. If k<1, on diving (9) by k 1 we get
S k>k*, , ...(10)
a1 =1~ a} -4 ) ow
where k*= 5 ) >
4] ~201=00 sw—~( 87~ Yot
If k>1, on dividing (9) by k—1 we get 1)
k<<k* -(12)
Combmmg ( 10) and (12), we infer that e> 1, if
either k*<k<l )
(13)

. P
‘or I<k<k* )
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The inequality (9) can also be written as
2 2 .2
ef 1182 —20-s0 (4] <o) )0 ]

—2k [ Af —(A1- Do) @(uo)—( A? —Ag )(D("")]

2 2
1-( 8] —8y ) D)<, ..(14)
From (8) and (11) this is equivalent to
k2—2k kunm+k* <0. ...(15)
So, e>1,

If a<k<b, ...(16)

where a=Kkmin— v K2, —k*

R I,WA—_—
and b=k,m-,.+\/ ko o gs, . (17)

However, expression (16) holds if /c2 in —k* is positive, that is

to say, if the roots of the quadratlc equat1on k2-2k k,m,.+k*—0
are real.
Further it can be noted that,

(D1— Ao) Pluo) —1

R k=%
1442 e o0 ol (o] -8, ) 2w
~1 (5= D). (18)
SO, lf k*< 1 kmin>k* 1
. .(19)
and  if 1, Kmin<k*

Thus if we choose the value of k=Knin MSE of & will be a
minimum and will always be less than o2/n.

. Since we want 0<k<, in case k*>1, we take k=1. In
other situations &* should be the lower limit of the values of k.

3 —NUMERICAL FINDINGS AND RECOMMENDATIONS

Table 1 shows the values of k* for various Ao and A1 Since
we are considering the case 1> o, A1\Ao Moreover, for any

Ao there is only one possible value of A1, viz., Ao+ /";1/_:0 .
(¢}

0 1< not known, we consider various values of A1 fora
af n

given Ao.

. H1— o
Since
v
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Table 2 gives the values of @ and b for the same Ao and A, as
in Table 1.

From Table 1, we see that:

(a) If D=0
or No=0
or (Ao=~1, A1=1)
any value of k leads to improvement of ;7. over %,
(b) If either 0<Ao<2
or —2<A1<0,

any value of k around .6 will result in improvement of .
(©) If (A1=1, Ao=—5) or (/\1=35, No=—1), k* is small.

From Table 2, we see that when k*<1, a is approximately
equal to k* and when k*>1, b is approximately equal to k*. Thus
the effective values of k indicated by both the tables are same.

We thus suggest to choose & in the following manner :

(@) 1If p. is expected to lie very near to o or pi or‘% , any

valve of k may be chosen.
(b) If p is not expected to differ from po or w1 by more than
o/+/n,and does not lie between them, we may choose k>1/10.

(¢) If p. does not lie between to and p1 and does not differ from

them by more than —2;—._, k should be taken around .6.
\n

(d) In other situations & should be taken as 1, i.e., ¥ should
be used to estimate p.

SUMMARY

In this paper we have suggested a class of pre-test shrinkage
estimator of mean of a normal population which is based on two
guessed values of mean. The properties of the estimator have been
discussed and recommendations on the choice of a particular
member have been attempted on the basis of numerical findings.
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